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How Might Transhumans control Artificial Intelligence
	
	
	
	This is an extended presentation which was originally shown at the London Futurist event on 30/4/2022 and updated in November 2022. You can download it in PowerPoint ppsm mode (includes animation) by clicking on the image below. 


















You can also view the presentation on YouTube by clicking HERE.
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